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Abstract. Ensemble Deep Learning Architectures have demonstrated to improve the performance in comparison with the individual architectures composing the ensemble. In the current work, an ensemble of variants of Convolutional and Recurrent Neural Networks architectures are applied to the prediction of the $^{222}Rn$ level at the Canfranc Underground Laboratory (Spain). To predict the low-level periods allows appropriately scheduling the maintenance operations in the experiments hosted in the laboratory. As a consequence of the application of Ensemble Deep Learning, an improvement of the forecasting capacity is stated. Furthermore, the learned lessons from this work can be extrapolated to other underground laboratories around the world.
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1 Introduction

Scientific laboratories generate large data volumes with relevant information about the environment in which the experiments are hosted. These data embody information that should be timely processed and provided to the experiments managers.

The modelling and forecasting of $^{222}Rn$ in underground laboratories are very relevant tasks. $^{222}Rn$ is a radionuclide produced by the $^{238}U$ and $^{232}Th$ decay chains. Being gas at room temperature, it can be emanated by the rocks and concrete of the underground laboratory, diffusing in the experimental hall. This contamination in the air is a potential source of background, both directly and through the long life radioactive daughters produced in the decay chain, which can stick to the experimental surfaces. The $^{222}Rn$ contamination in air can be reduced by orders of magnitude only in limited closed areas, flushing pure $N_2$ or "Rn-free" air produced by dedicated structures. In the deep underground laboratories the average activity depends on the local conditions and must be constantly monitored. It typically ranges from tens to hundreds of $Bq/m^3$, with periodic and non-periodic variations. Seasonal dependence has been observed in some cases [1, 15]. A detailed understanding of the $^{222}Rn$ periodicity can be fundamental for a precise comprehension of the background of rare-event search experiments. This is particularly true in case of the dark matter direct searches, whose distinctive feature is the annual modulation of the signal foreseen by the hypothesis of a weakly interactive massive particle (WIMP) halo model. At the same time, the prediction of the evolution
of the $^{222}Rn$ concentration in the laboratory is relevant in order to correctly organize the operations foreseeing the exposure of the detector materials to the air, minimizing, in such a way, the deposition of the radionuclide on the surfaces.

The Canfranc Underground Laboratory (LSC) is composed of diverse halls for hosting scientific experiments with requirements of very low-background. The two main halls, Hall A and Hall B —which are contiguous—, have instruments for measuring the level of $^{222}Rn$, particularly there is an Alphaguard P30 in each hall recording the radioactivity level every 10 minutes, with an accumulated record from July 2013 to June 2017 (Fig. 1).

![Fig. 1](image_url)

**Fig. 1.** Monthly box-plots of $^{222}Rn$ level at Hall A of the LSC, by year (Fig. 1(a)) and gathering the months independently of the year (Fig. 1(b)). Data taking corresponds to the period from July 2013 to June 2017. Hereafter, the monthly medians are the values used for creating the time series, and therefore, for further analyses.

With regard to the measurements, few missing values are in the data set, as well as gaps of several days in some years. The larger gaps appear in July 2014 with 913 missing values, in June 2015 with 1053, and in January 2016 with 585. In the worst case, the gap spans over a week (7.3 days). However, the missing values are not representative in comparison with the total number of observations (more than 200,000), nor the number of observations per month ($\approx 4,000$).

$^{222}Rn$ time series is very noisy. Only the monthly median exhibits a certain modulation (Fig. 1). Therefore, the monthly medians of the $^{222}Rn$ level has been selected as the monthly representative value. This critically penalizes the data volume accessible, reducing it to 48 values.

In the past, Convolutional Neural Networks (CNN) has been applied for time series classification [24, 23] and for time series prediction [21, 11, 5], including ensembles
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In this work, an ensemble of deep learning architectures (EDL) variants of Convolutional and Recurrent Neural Networks architectures are used to improve the forecasting the $^{222}\text{Rn}$ monthly level at LSC. The ensemble is composed of RNN, Bidirectional Recurrent Neural Networks (BRNN), CNN, and a variant of CNN, termed CNN+STL, in which the original observations used as input are replaced by the components generated by Seasonal and Trend decomposition using Loess (STL): trend, seasonal and remainder components [16].

Concerning the previous efforts in the analysis of the $^{222}\text{Rn}$ level at LSC, in [15] the initial efforts for preprocessing and modelling this time series using classical and deep-learning-based approaches are shown. In this paper, the times series is modelled using CNN and Recurrent Neural Networks, being the main focus on the forecasting capacity for scheduling maintenance operations of the experiment hosted at LSC, and the characterization of the annual modeling of observations.

The rest of the paper is organized as follows: a brief description the deep learning algorithms used for building the ensemble are presented in Section 2. The models comparison and the results obtained are presented and analysed in Section 3. Finally, Section 4 contains the conclusions of this work.

2 Methods and Materials

2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNN) [13, 12] are specialized Neural Networks with special emphasis in image processing [9], although nowadays they are also employed in time series analysis [5, 22]. The CNN consists of a sequence of convolutional layers, the output of which is connected only to local regions in the input. These layers alternate convolutional, non-linear and pooling-based layers which allow extracting the relevant features of the class of objects, independently of their placement in the data example. The CNN allows the model to learn filters that are able to recognize specific patterns in the time series, and therefore it can capture a richer information from the series than other methods. It also embodies three features which provide advantages over the Multilayer Perceptrons (MLP): sparse interactions, parameter sharing and equivariance to translation [9].

Although Convolutional Neural Networks are frequently associated to image or audio classification —2D grid examples— or video sequence —3D grid examples—, it can also be applied to time series analysis —1D grid examples—. When processing time series, instead of a set of images, the series has to be divided in overlapping contiguous time windows. These windows constitute the examples, where the CNN aims at finding patterns. At the same time, the application to time series modelling requires the application of 1D convolutional operators, which weights are optimized during the training process.

One of the most identifiable feature of CNN is parameter sharing. Parameter sharing allows extending and applying the model to examples of different form. Conversely,
if sequence-based specialization is used, e.g. Multilayer Perceptrons (MLP), then separated parameters are generated for each value of the time index. This leads to the impossibility to generalize to sequence lengths not seen during the training process, nor share statistical strength across different sequence lengths and across different positions in time.

In this work, Keras [3] has been used for implementing the CNN and RNN architectures. The CNN employed are composed of two convolutional layers of 32 and 64 filters with \textit{relu} as activation function, \texttt{MaxPooling1D} with size 2, and an output layer composed of a dense layer with a single neuron with linear activation function, and trained with 10 epochs. In all the algorithms checked, the loop-back parameter is configured to 12 values of the time series, the Mean Squared Error has been selected as the loss function, and the weights are optimized by using Adam optimizer.

### 2.2 Seasonal and Trend decomposition using Loess

The intuition behind the time series decomposition is that the time series is the composition of three more elementary series, \( Y_t = T_t + S_t + R_t \). On the one hand, a trend \((T_t)\), which is responsible of long-term increase or decrease of data. It does not have to be linear. On the other hand, a seasonal pattern is the second component \((S_t)\). It is influenced by seasonal factors, such as: the month, the day of the week, or the quarter of the year. It has mean null in the seasonal period. Finally, the third component is the remainder or random component \((R_t)\).

Diverse techniques for time series decomposition have been proposed. STL, \textit{Seasonal and Trend decomposition using Loess} [4], was proposed taking into account the limitations of previous classical decomposition methods, for example X-12-ARIMA. In contrast with X-12-ARIMA, STL can handle any type of seasonality, not only monthly or quarterly; and the seasonal component can change over time, being the amount of the allowed change controlled by a parameter of the algorithm. Besides, the smoothness of the trend component can be also controlled by the algorithm.

In CNN+STL strategy, the \(222\) time series is predicted with CNN using as input the three series resulting from the STL decomposition, in contrast with the use as input of the original observations [16]. This approach implies to handle three CNN for independent predictions of each of the three components time series from STL, with final merging for obtaining the prediction.

### 2.3 Recurrent Neural Networks

Recurrent Neural Networks (RNN) are a set of neural networks which the main purpose is to process sequential data \(x^1, \ldots, x^\tau\) [18, 9, 14]. Whereas CNN aims at processing grid of data, such as images, the RNN are specialized networks for processing a sequence of data. Some example of the application of RNN to time series analysis can be found in [2, 8, 20]. Similarly to CNN, the RNN can process sequences of different length without sequence-based specialization, such as MLP.

With regards to parameter sharing, when CNN are used for analysing time series, strong similarities appear with RNN. However, in comparison with RNN, shared parameters in CNN are considered as shallow. In the convolution operation, a network
shares parameters across the time among a reduced number of neighboring members of the input. The concept of parameter sharing appears in the application of the same convolution kernel at each time step. In RNN, each member of the output is a function of the previous members of the output, and it is produced by using the same rule which has been applied to the previous outputs (Eq. 1).

\[ h = \sigma(W_{hh} h_{i-1} + W_{hx} x_i + b_h) \]

\[ \hat{y}_i = W_{yh} h_i \]  \hspace{1cm} (1)

where \( x_i \) is the input vector, \( y_i \) is the output vector, \( h_i \) is the hidden state, \( W_{hx} \) is input-to-hidden weights, \( W_{hh} \) is hidden-to-hidden weights, \( W_{yh} \) is hidden-to-output weights, and \( \hat{y} \) is the predicted values. In the current work, a single hidden layer is used, with 24 LSTM elements, and trained with 100 epoch. Hyperbolic tangent is used as activation function. The output layer is composed of a single dense layer of a neuron with linear activation function.

Long Short-Term Memory (LSTM) introduces self-loops in the RNN schema, allowing these self-loops be conditioned on the context [10]. This architecture has the same inputs and outputs as an ordinary RNN, although it has more parameters and a system of gating units that controls the flow of information.

Bidirectional Recurrent Neural Networks (BRNN) combines two RNN, a first one that moves forward in the temporal sequence, and a second one that moves back [19]. This permits to compute the prediction based on past and future observations. RNN and BRNN have been also included in the Ensemble.

2.4 Statistics

In order to ascertain if the proposed forecasting methods applied to the test set improve the prediction, two different types of tests can be applied: parametric and non-parametric. The difference between both relies on the assumption that data is normally distributed for parametric tests, whereas non explicit conditions are assumed in non-parametric tests. For this reason, the latter is recommended when the statistical model of data is unknown [7, 6]. Statistical inference is used in this work to infer which model produces better results, and if the differences are significant or not.

The Kruskal-Wallis test is a non-parametric test used to compare three or more groups of sample data. For this test, the null hypothesis assumes that the samples are from identical populations.

3 Experimental Results and Models Comparison

The collected data are divided into two sets. The training set –including the three firsts years, from July 2013 to June 2016—, and the testing data set, which includes the last twelve months, from July 2016 to June 2017.

In Fig. 2 and Table 1, the Mean Squared Error (MSE) and the Mean Absolute Error (MAE) after 25 independent runs for the proposed architectures are shown. As can be
appreciated, the EDL produces, for both metrics, the best prediction for the test set, and therefore, the lowest error.

The application of the Kruskal-Wallis test to the MSE and the MAE indicates that the differences between the medians are significant for a confidence level of 95% (p-value under 0.05), which means that the differences are unlikely to have occurred by chance with a probability of 95%.

Table 1. Mean Squared Error (MSE) and Mean Absolute Error (MAE) for the deep architectures evaluated for 25 independent runs.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>$65 \pm 6.3 \pm 0.2$</td>
<td></td>
</tr>
<tr>
<td>CNN</td>
<td>$60 \pm 5.2 \pm 0.4$</td>
<td></td>
</tr>
<tr>
<td>CNN+STL</td>
<td>$54 \pm 5.8 \pm 1.2$</td>
<td></td>
</tr>
<tr>
<td>BRNN</td>
<td>$54 \pm 5.1 \pm 0.3$</td>
<td></td>
</tr>
<tr>
<td>EDL</td>
<td>$45 \pm 4.3 \pm 0.4$</td>
<td></td>
</tr>
</tbody>
</table>

In Fig. 3(a), the real and predicted values of the test set are shown. As can be observed the methods based on deep architectures and EDL reproduce appreciably well the test set. If comparisons with other time series forecasting methods, not involving deep architectures (Fig 3(b)), they are critically outperformed as it is appreciated [15].

A key point is the month of August 2016. This month behaves differently that in the previous years. In general, this month has high levels of $^{222}\text{Rn}$, except for the year 2016, where the value is much lower. Deep learning architectures, including EDL, are able to capture enough information from the previous values, and predict a closer value to the real observation of this month.

4 Conclusions

In this paper, an Ensemble Deep Learning approach is proposed to improve the prediction capacity of the $^{222}\text{Rn}$ level at Canfranc Underground Laboratory. The Ensemble is composed of CNN and RNN variants. They include Recurrent Neural Networks, Bidirectional Recurrent Neural Networks, Convolutional Neural Networks and STL Convolutional Neural Networks, which uses as input the series generated by the STL decomposition instead of the original observations.

The results and the statistical analysis state that the proposed Ensemble Deep Learning significantly improves the accuracy of the prediction in comparison with classical techniques used in previous works, such as ARIMA, Holt-Winters Exponential Smoothing and Seasonal and Trend Decomposition using Loess –based, but also in comparison with deep learning-based, such as Convolutional Neural Networks, Recurrent-, and Bidirectional Recurrent Neural Networks.

Finally, the analysis of the performance of alternative and more elaborated deep architectures over five years data, and their collective performance when integrating ensembles, are proposed as Future Work.
Fig. 2. Mean Squared Error (MSE) and Mean Absolute Error (MAE) for the deep architectures evaluated for 25 independent runs.
Fig. 3. Real values and forecasting for the test set —the fourth year, from July 2016 to June 2017— for the methods used in this study (Fig. 3(a)), and for the methods used in [15] (Fig. 3(b)).
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